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Abstract:

Path integral Monte Carlo (PIMC) simulations are a cornerstone method for studying quantum many-

body systems, such as warm dense matter [1, 2] and ultracold atoms [3, 4]. The exponentially ill-posed 
inverse Laplace transform [5, 6] impedes extracting dynamical observables such as the dynamic 

structure factor S(q, E)—a key property e.g. in x-ray and neutron scattering experiments—from PIMC 

data for the imaginary-time correlation function F (q, τ). Despite numerous attempts [3, 4, 7–21], no 

universally accepted approach has been identified to solve this problem and many methods remain 

unsatisfactory.

To address the limitations of the commonly posed optimization problem, we propose alternative 

formulations that improve the conditioning and intro-duce a more robust and physically meaningful 

regression approach, thereby enhancing the reliability of the solution.Specifically, we express the solution 

as a linear combination of kernels with automatically enforced detailed balance (a weighted symmetry 
property). In combination with prior knowledge of the shape of S(q, E), we implement regularization 

methods typical to this field (L1, and MaxEnt) and implement a hitherto unexplored regularizer according 

to Wasserstein distance.

As a key outcome, we developed the open-source Python library PyLIT (Python Laplace Inverse 
Transform), which provides an accessible tool for the determination of the relevant meta-parameters of 

the kernel basis and for the inversion of the two-sided Laplace transform to obtain reliable results for S(q, 

E) from F (q, τ).We have gained several insights from the new formula-tions. First, the results highlight

the importance of hyperparameter selection, which is essential for achieving strong performance and

may also offer a means to improve classical formulations. Second, a way to combine the strengths of
regularized and stochastic optimization was identified: by applying stochastic optimization to the basis,

the conditioning of regularized problems—such as in analytic continuation—can be improved.






